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a) Interseismic GPS velocities b) Quaternary faults and folds
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Postseismic Deformation near the İzmit Earthquake (17 August 1999, M 7.5) Rupture Zone 205

Figure 7. Total displacements for (A) the first 298 days following the Izmit earth-
quake and (B) the first 75 days following the earthquake. (C) Coseismic displacements.
Uncertainties are 95% confidence ellipses. Displacements are relative to station MADT.
(B) and (C) are modified from Reilinger et al. (2000).

1999 MW=7.4 Izmit earthquake, Turkey

2011 MW=9.0 Tohoku earthquake, Japan

(Ergintav et al., 2002)
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a) Interseismic GPS velocities b) Quaternary faults and folds
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Eastern California shear zone
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Plate tectonics Continuum
model

Blocks and faults increase

Fault slip rates become small 
and comparable to each other

  Block models

Figure 3
Illustration showing the transition from global plate kinematics through continental block models to continuum models. Fault slip rates
become comparable to each other over the course of the transition. Bold lines denote major block boundary faults, and thin lines are
faults delimiting smaller blocks. Modified from Thatcher (2007).

many small blocks. These shortcomings are not always acknowledged in published work, and
evenhanded assessments of the merits of each model depend on careful evaluation of such biases
and their influence on the conclusions of any study.

However, the worth of a particular model depends on more than simply a good fit to surface
deformation data. Block and continuum models make different assumptions about rheology of
continental lithosphere, and results are often dependent on the correctness of these idealized
assumptions. Furthermore, models often have different purposes. Continuum models usually aim
to address the full problem of relating driving forces to deformation (Figure 2). Block models
have thus far been concerned only with describing the deformation of the upper crust using the
methods of plate kinematics. There is thus no simple answer to the question of which model is
better; in what follows, I briefly evaluate each model based on the objectives of each approach, its
success in achieving these goals, and its limitations.

Continuum modeling of surface kinematics is typically a prelude to dynamic modeling of whole
lithosphere deformation (e.g., England & Molnar 1997a, Flesch et al. 2000). Thus far, such models
usually assume that the lithosphere is a uniform thin viscous sheet with no lateral or depth-wise
variations in rheological properties. These idealizations keep the model conceptually simple and
provide a computationally tractable means of quantifying the forces driving and resisting motions
and relating them to observed surface deformation. An important result of these studies is the
revealed importance of internal buoyancy forces in driving continental deformation (England
& McKenzie 1982). Furthermore, a balance of forces analysis has permitted calculation of both
internal buoyancy and plate boundary driving/resisting forces and has shown that they are often
of comparable magnitude (e.g., Flesch et al. 2000). These conclusions are general because the
force balance is independent of rheology for a homogeneous and isotropic material (e.g., Fung
1965) and is probably only weakly dependent on inhomogeneities in the rheology of continental
lithosphere (e.g., Humphreys & Coblentz 2007). However, the next step, relating the estimated
forces to deformation, is only as accurate as the approximation of lithospheric rheology. Stresses
acting on a uniform thin viscous sheet produce a smoothly varying deformation field that cannot
account for discontinuous fault slip or include effects due to lateral variations in ductile rheology
caused by composition and thermal regime. A long-wavelength resemblance between the observed
and modeled velocity fields (e.g., Flesch et al. 2001) shows a general consistency with thin viscous
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many small blocks. These shortcomings are not always acknowledged in published work, and
evenhanded assessments of the merits of each model depend on careful evaluation of such biases
and their influence on the conclusions of any study.

However, the worth of a particular model depends on more than simply a good fit to surface
deformation data. Block and continuum models make different assumptions about rheology of
continental lithosphere, and results are often dependent on the correctness of these idealized
assumptions. Furthermore, models often have different purposes. Continuum models usually aim
to address the full problem of relating driving forces to deformation (Figure 2). Block models
have thus far been concerned only with describing the deformation of the upper crust using the
methods of plate kinematics. There is thus no simple answer to the question of which model is
better; in what follows, I briefly evaluate each model based on the objectives of each approach, its
success in achieving these goals, and its limitations.

Continuum modeling of surface kinematics is typically a prelude to dynamic modeling of whole
lithosphere deformation (e.g., England & Molnar 1997a, Flesch et al. 2000). Thus far, such models
usually assume that the lithosphere is a uniform thin viscous sheet with no lateral or depth-wise
variations in rheological properties. These idealizations keep the model conceptually simple and
provide a computationally tractable means of quantifying the forces driving and resisting motions
and relating them to observed surface deformation. An important result of these studies is the
revealed importance of internal buoyancy forces in driving continental deformation (England
& McKenzie 1982). Furthermore, a balance of forces analysis has permitted calculation of both
internal buoyancy and plate boundary driving/resisting forces and has shown that they are often
of comparable magnitude (e.g., Flesch et al. 2000). These conclusions are general because the
force balance is independent of rheology for a homogeneous and isotropic material (e.g., Fung
1965) and is probably only weakly dependent on inhomogeneities in the rheology of continental
lithosphere (e.g., Humphreys & Coblentz 2007). However, the next step, relating the estimated
forces to deformation, is only as accurate as the approximation of lithospheric rheology. Stresses
acting on a uniform thin viscous sheet produce a smoothly varying deformation field that cannot
account for discontinuous fault slip or include effects due to lateral variations in ductile rheology
caused by composition and thermal regime. A long-wavelength resemblance between the observed
and modeled velocity fields (e.g., Flesch et al. 2001) shows a general consistency with thin viscous
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many small blocks. These shortcomings are not always acknowledged in published work, and
evenhanded assessments of the merits of each model depend on careful evaluation of such biases
and their influence on the conclusions of any study.

However, the worth of a particular model depends on more than simply a good fit to surface
deformation data. Block and continuum models make different assumptions about rheology of
continental lithosphere, and results are often dependent on the correctness of these idealized
assumptions. Furthermore, models often have different purposes. Continuum models usually aim
to address the full problem of relating driving forces to deformation (Figure 2). Block models
have thus far been concerned only with describing the deformation of the upper crust using the
methods of plate kinematics. There is thus no simple answer to the question of which model is
better; in what follows, I briefly evaluate each model based on the objectives of each approach, its
success in achieving these goals, and its limitations.

Continuum modeling of surface kinematics is typically a prelude to dynamic modeling of whole
lithosphere deformation (e.g., England & Molnar 1997a, Flesch et al. 2000). Thus far, such models
usually assume that the lithosphere is a uniform thin viscous sheet with no lateral or depth-wise
variations in rheological properties. These idealizations keep the model conceptually simple and
provide a computationally tractable means of quantifying the forces driving and resisting motions
and relating them to observed surface deformation. An important result of these studies is the
revealed importance of internal buoyancy forces in driving continental deformation (England
& McKenzie 1982). Furthermore, a balance of forces analysis has permitted calculation of both
internal buoyancy and plate boundary driving/resisting forces and has shown that they are often
of comparable magnitude (e.g., Flesch et al. 2000). These conclusions are general because the
force balance is independent of rheology for a homogeneous and isotropic material (e.g., Fung
1965) and is probably only weakly dependent on inhomogeneities in the rheology of continental
lithosphere (e.g., Humphreys & Coblentz 2007). However, the next step, relating the estimated
forces to deformation, is only as accurate as the approximation of lithospheric rheology. Stresses
acting on a uniform thin viscous sheet produce a smoothly varying deformation field that cannot
account for discontinuous fault slip or include effects due to lateral variations in ductile rheology
caused by composition and thermal regime. A long-wavelength resemblance between the observed
and modeled velocity fields (e.g., Flesch et al. 2001) shows a general consistency with thin viscous

www.annualreviews.org • How the Continents Deform 241

A
n
n
u
. 
R

ev
. 
E

ar
th

 P
la

n
et

. 
S

ci
. 
2
0
0
9
.3

7
:2

3
7
-2

6
2
. 
D

o
w

n
lo

ad
ed

 f
ro

m
 a

rj
o
u
rn

al
s.

an
n
u
al

re
v
ie

w
s.

o
rg

b
y
 H

A
R

V
A

R
D

 U
N

IV
E

R
S

IT
Y

 o
n
 0

4
/0

4
/1

0
. 
F

o
r 

p
er

so
n
al

 u
se

 o
n
ly

.

Geodetic rates ≠ geologic rates 
JOHNSON: SOUTHERN CALIFORNIA SLIP RATES
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Figure 1. (a) Compilation of strike-slip rate estimates from three rigid block models (red) [Becker et
al., 2004; Meade and Hager, 2005a; Loveless and Meade, 2011] and one deforming block model (black)
[McCaffrey, 2005]. Summed strike-slip rates shown across Mojave ECSZ. (b) Compilation of ranges of
geologic fault slip rate estimates (see Table 1). Summed strike-slip rates shown across Mojave ECSZ.
(c) From Chuang and Johnson [2011]. Geologic fault slip rates versus model slip rates inferred from
geodetic data. Blue bars are slip rate comparisons from Meade and Hager [2005a], and red bars are from
viscoelastic model of Chuang and Johnson [2011]. ECSZ: eastern California shear zone, GF: Garlock
fault, SAF: San Andreas fault, Ca: Carrizo segment, Mo: Mojave segment, SB: San Bernardino segment,
Co: Coachella segment, and SJF: San Gabriel fault.

rates across the southern ECSZ is a recent transient result-
ing from weakening and accelerate creep along lower crustal
shear zones in response to a recent clustering of earthquake
activity. Option 1 is beyond the scope of this paper, but
sources of epistemic uncertainties in geologic slip rate esti-
mates have been examined in the literature [e.g., Bird, 2007;
Gold et al., 2009; Zechar and Frankel, 2009].

[4] In this paper, we further explore the degree to which
slip rates inferred from geodetic data are model depen-
dent and in turn, the possibility that inferred slip rates from
geodetic data are sometimes incorrect. Two previous stud-
ies suggest that the source of the discrepancy between some
geologically inferred and geodetically inferred fault slip
rates may be attributed to assumptions in the models used
to infer slip rates from GPS-derived velocities. McCaffrey
[2005] showed that an elastic block model for Southern
California that includes long-term, inelastic distortion of

tectonic blocks can explain the GPS observations with slip
rates that are in better agreement with the geologic estimates
than the rigid block model estimates (Figure 1). Chuang and
Johnson [2011] and Hearn E. H. et al. [2013] showed that a
viscoelastic block model that incorporates relaxing viscous
flow in the mantle yields higher slip rate estimates on the
Mojave San Andreas and Garlock faults than purely elastic
models. Figure 1c is from Chuang and Johnson [2011] and
compares geologically inferred fault slip rates along major
faults in Southern California with model fault slip rates using
elastic and viscoelastic models.

[5] It is difficult to pinpoint the reason why the model
predictions of fault slip rates in Southern California are
variable from study to study, and therefore, it remains
unclear how to reconcile the discrepancy between geode-
tically inferred and geologically inferred slip rates. Each
published study makes different assumptions in the model
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[2005] showed that an elastic block model for Southern
California that includes long-term, inelastic distortion of

tectonic blocks can explain the GPS observations with slip
rates that are in better agreement with the geologic estimates
than the rigid block model estimates (Figure 1). Chuang and
Johnson [2011] and Hearn E. H. et al. [2013] showed that a
viscoelastic block model that incorporates relaxing viscous
flow in the mantle yields higher slip rate estimates on the
Mojave San Andreas and Garlock faults than purely elastic
models. Figure 1c is from Chuang and Johnson [2011] and
compares geologically inferred fault slip rates along major
faults in Southern California with model fault slip rates using
elastic and viscoelastic models.

[5] It is difficult to pinpoint the reason why the model
predictions of fault slip rates in Southern California are
variable from study to study, and therefore, it remains
unclear how to reconcile the discrepancy between geode-
tically inferred and geologically inferred slip rates. Each
published study makes different assumptions in the model

5644

13-18 mm/yr 2-7 mm/yr

distributed 
deformation?

(Thatcher, 2009)

(Johnson, 2013)



Dense block model
geologic slip rates

Eastern California shear zone

64 ECSZ blocks 
11 geologic slip rates

(Evans et al., 2016)
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Figure 3
Illustration showing the transition from global plate kinematics through continental block models to continuum models. Fault slip rates
become comparable to each other over the course of the transition. Bold lines denote major block boundary faults, and thin lines are
faults delimiting smaller blocks. Modified from Thatcher (2007).

many small blocks. These shortcomings are not always acknowledged in published work, and
evenhanded assessments of the merits of each model depend on careful evaluation of such biases
and their influence on the conclusions of any study.

However, the worth of a particular model depends on more than simply a good fit to surface
deformation data. Block and continuum models make different assumptions about rheology of
continental lithosphere, and results are often dependent on the correctness of these idealized
assumptions. Furthermore, models often have different purposes. Continuum models usually aim
to address the full problem of relating driving forces to deformation (Figure 2). Block models
have thus far been concerned only with describing the deformation of the upper crust using the
methods of plate kinematics. There is thus no simple answer to the question of which model is
better; in what follows, I briefly evaluate each model based on the objectives of each approach, its
success in achieving these goals, and its limitations.

Continuum modeling of surface kinematics is typically a prelude to dynamic modeling of whole
lithosphere deformation (e.g., England & Molnar 1997a, Flesch et al. 2000). Thus far, such models
usually assume that the lithosphere is a uniform thin viscous sheet with no lateral or depth-wise
variations in rheological properties. These idealizations keep the model conceptually simple and
provide a computationally tractable means of quantifying the forces driving and resisting motions
and relating them to observed surface deformation. An important result of these studies is the
revealed importance of internal buoyancy forces in driving continental deformation (England
& McKenzie 1982). Furthermore, a balance of forces analysis has permitted calculation of both
internal buoyancy and plate boundary driving/resisting forces and has shown that they are often
of comparable magnitude (e.g., Flesch et al. 2000). These conclusions are general because the
force balance is independent of rheology for a homogeneous and isotropic material (e.g., Fung
1965) and is probably only weakly dependent on inhomogeneities in the rheology of continental
lithosphere (e.g., Humphreys & Coblentz 2007). However, the next step, relating the estimated
forces to deformation, is only as accurate as the approximation of lithospheric rheology. Stresses
acting on a uniform thin viscous sheet produce a smoothly varying deformation field that cannot
account for discontinuous fault slip or include effects due to lateral variations in ductile rheology
caused by composition and thermal regime. A long-wavelength resemblance between the observed
and modeled velocity fields (e.g., Flesch et al. 2001) shows a general consistency with thin viscous
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Figure 3
Illustration showing the transition from global plate kinematics through continental block models to continuum models. Fault slip rates
become comparable to each other over the course of the transition. Bold lines denote major block boundary faults, and thin lines are
faults delimiting smaller blocks. Modified from Thatcher (2007).

many small blocks. These shortcomings are not always acknowledged in published work, and
evenhanded assessments of the merits of each model depend on careful evaluation of such biases
and their influence on the conclusions of any study.

However, the worth of a particular model depends on more than simply a good fit to surface
deformation data. Block and continuum models make different assumptions about rheology of
continental lithosphere, and results are often dependent on the correctness of these idealized
assumptions. Furthermore, models often have different purposes. Continuum models usually aim
to address the full problem of relating driving forces to deformation (Figure 2). Block models
have thus far been concerned only with describing the deformation of the upper crust using the
methods of plate kinematics. There is thus no simple answer to the question of which model is
better; in what follows, I briefly evaluate each model based on the objectives of each approach, its
success in achieving these goals, and its limitations.

Continuum modeling of surface kinematics is typically a prelude to dynamic modeling of whole
lithosphere deformation (e.g., England & Molnar 1997a, Flesch et al. 2000). Thus far, such models
usually assume that the lithosphere is a uniform thin viscous sheet with no lateral or depth-wise
variations in rheological properties. These idealizations keep the model conceptually simple and
provide a computationally tractable means of quantifying the forces driving and resisting motions
and relating them to observed surface deformation. An important result of these studies is the
revealed importance of internal buoyancy forces in driving continental deformation (England
& McKenzie 1982). Furthermore, a balance of forces analysis has permitted calculation of both
internal buoyancy and plate boundary driving/resisting forces and has shown that they are often
of comparable magnitude (e.g., Flesch et al. 2000). These conclusions are general because the
force balance is independent of rheology for a homogeneous and isotropic material (e.g., Fung
1965) and is probably only weakly dependent on inhomogeneities in the rheology of continental
lithosphere (e.g., Humphreys & Coblentz 2007). However, the next step, relating the estimated
forces to deformation, is only as accurate as the approximation of lithospheric rheology. Stresses
acting on a uniform thin viscous sheet produce a smoothly varying deformation field that cannot
account for discontinuous fault slip or include effects due to lateral variations in ductile rheology
caused by composition and thermal regime. A long-wavelength resemblance between the observed
and modeled velocity fields (e.g., Flesch et al. 2001) shows a general consistency with thin viscous
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Figure 3
Illustration showing the transition from global plate kinematics through continental block models to continuum models. Fault slip rates
become comparable to each other over the course of the transition. Bold lines denote major block boundary faults, and thin lines are
faults delimiting smaller blocks. Modified from Thatcher (2007).

many small blocks. These shortcomings are not always acknowledged in published work, and
evenhanded assessments of the merits of each model depend on careful evaluation of such biases
and their influence on the conclusions of any study.

However, the worth of a particular model depends on more than simply a good fit to surface
deformation data. Block and continuum models make different assumptions about rheology of
continental lithosphere, and results are often dependent on the correctness of these idealized
assumptions. Furthermore, models often have different purposes. Continuum models usually aim
to address the full problem of relating driving forces to deformation (Figure 2). Block models
have thus far been concerned only with describing the deformation of the upper crust using the
methods of plate kinematics. There is thus no simple answer to the question of which model is
better; in what follows, I briefly evaluate each model based on the objectives of each approach, its
success in achieving these goals, and its limitations.

Continuum modeling of surface kinematics is typically a prelude to dynamic modeling of whole
lithosphere deformation (e.g., England & Molnar 1997a, Flesch et al. 2000). Thus far, such models
usually assume that the lithosphere is a uniform thin viscous sheet with no lateral or depth-wise
variations in rheological properties. These idealizations keep the model conceptually simple and
provide a computationally tractable means of quantifying the forces driving and resisting motions
and relating them to observed surface deformation. An important result of these studies is the
revealed importance of internal buoyancy forces in driving continental deformation (England
& McKenzie 1982). Furthermore, a balance of forces analysis has permitted calculation of both
internal buoyancy and plate boundary driving/resisting forces and has shown that they are often
of comparable magnitude (e.g., Flesch et al. 2000). These conclusions are general because the
force balance is independent of rheology for a homogeneous and isotropic material (e.g., Fung
1965) and is probably only weakly dependent on inhomogeneities in the rheology of continental
lithosphere (e.g., Humphreys & Coblentz 2007). However, the next step, relating the estimated
forces to deformation, is only as accurate as the approximation of lithospheric rheology. Stresses
acting on a uniform thin viscous sheet produce a smoothly varying deformation field that cannot
account for discontinuous fault slip or include effects due to lateral variations in ductile rheology
caused by composition and thermal regime. A long-wavelength resemblance between the observed
and modeled velocity fields (e.g., Flesch et al. 2001) shows a general consistency with thin viscous
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Block model:  
• divide the crust into microplates 

bounded by faults 
• constrained by GPS 
• deformation defined in terms of 

relative rotations of microplates and 
elastic signal due to locked faults

How many microplates are 
required to describe ECSZ 

deformation?



Blocks defined by Euler vectors

Block1

Block 2 Block 3

Block1

Block 2 Block 3

Euler pole 2

Euler poles 1 & 2Euler pole 1

Want to find a solution in which many blocks have identical rotation vectors

(Evans et al., 2015)

Eastern California shear zone



Total variation regularization

True signal Noisy data

smoothing

Total variation regularization

Minimizes the number of different pixel 
colors and identifies the most important 
color boundaries

Eastern California shear zone



Block model solution methods

     : linear differential operator 
Solutions are grouped with many identical values 
    controls strength of grouping (high     is very grouped) 
Can be solved with convex optimization methods (Jenson et al., 2011; Boyd 
and Vandenberghe, 2004) 

Total variation regularization (TVR)

D

Fit to data rotation vector 
differences

min kG⌦� dk2 + �kD⌦k1

kvk1 =
NX

i=1

|vi|kvk2 =

 
NX

i=1

|vi|2
! 1

2

Uses L2 norm:

�

and L1 norm:

�

Eastern California shear zone



Back to the model
geologic slip rates

Eastern California shear zone

64 ECSZ blocks 
11 geologic slip rates

(Evans et al., 2016)
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Figure 3
Illustration showing the transition from global plate kinematics through continental block models to continuum models. Fault slip rates
become comparable to each other over the course of the transition. Bold lines denote major block boundary faults, and thin lines are
faults delimiting smaller blocks. Modified from Thatcher (2007).

many small blocks. These shortcomings are not always acknowledged in published work, and
evenhanded assessments of the merits of each model depend on careful evaluation of such biases
and their influence on the conclusions of any study.

However, the worth of a particular model depends on more than simply a good fit to surface
deformation data. Block and continuum models make different assumptions about rheology of
continental lithosphere, and results are often dependent on the correctness of these idealized
assumptions. Furthermore, models often have different purposes. Continuum models usually aim
to address the full problem of relating driving forces to deformation (Figure 2). Block models
have thus far been concerned only with describing the deformation of the upper crust using the
methods of plate kinematics. There is thus no simple answer to the question of which model is
better; in what follows, I briefly evaluate each model based on the objectives of each approach, its
success in achieving these goals, and its limitations.

Continuum modeling of surface kinematics is typically a prelude to dynamic modeling of whole
lithosphere deformation (e.g., England & Molnar 1997a, Flesch et al. 2000). Thus far, such models
usually assume that the lithosphere is a uniform thin viscous sheet with no lateral or depth-wise
variations in rheological properties. These idealizations keep the model conceptually simple and
provide a computationally tractable means of quantifying the forces driving and resisting motions
and relating them to observed surface deformation. An important result of these studies is the
revealed importance of internal buoyancy forces in driving continental deformation (England
& McKenzie 1982). Furthermore, a balance of forces analysis has permitted calculation of both
internal buoyancy and plate boundary driving/resisting forces and has shown that they are often
of comparable magnitude (e.g., Flesch et al. 2000). These conclusions are general because the
force balance is independent of rheology for a homogeneous and isotropic material (e.g., Fung
1965) and is probably only weakly dependent on inhomogeneities in the rheology of continental
lithosphere (e.g., Humphreys & Coblentz 2007). However, the next step, relating the estimated
forces to deformation, is only as accurate as the approximation of lithospheric rheology. Stresses
acting on a uniform thin viscous sheet produce a smoothly varying deformation field that cannot
account for discontinuous fault slip or include effects due to lateral variations in ductile rheology
caused by composition and thermal regime. A long-wavelength resemblance between the observed
and modeled velocity fields (e.g., Flesch et al. 2001) shows a general consistency with thin viscous
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Figure 3
Illustration showing the transition from global plate kinematics through continental block models to continuum models. Fault slip rates
become comparable to each other over the course of the transition. Bold lines denote major block boundary faults, and thin lines are
faults delimiting smaller blocks. Modified from Thatcher (2007).

many small blocks. These shortcomings are not always acknowledged in published work, and
evenhanded assessments of the merits of each model depend on careful evaluation of such biases
and their influence on the conclusions of any study.

However, the worth of a particular model depends on more than simply a good fit to surface
deformation data. Block and continuum models make different assumptions about rheology of
continental lithosphere, and results are often dependent on the correctness of these idealized
assumptions. Furthermore, models often have different purposes. Continuum models usually aim
to address the full problem of relating driving forces to deformation (Figure 2). Block models
have thus far been concerned only with describing the deformation of the upper crust using the
methods of plate kinematics. There is thus no simple answer to the question of which model is
better; in what follows, I briefly evaluate each model based on the objectives of each approach, its
success in achieving these goals, and its limitations.

Continuum modeling of surface kinematics is typically a prelude to dynamic modeling of whole
lithosphere deformation (e.g., England & Molnar 1997a, Flesch et al. 2000). Thus far, such models
usually assume that the lithosphere is a uniform thin viscous sheet with no lateral or depth-wise
variations in rheological properties. These idealizations keep the model conceptually simple and
provide a computationally tractable means of quantifying the forces driving and resisting motions
and relating them to observed surface deformation. An important result of these studies is the
revealed importance of internal buoyancy forces in driving continental deformation (England
& McKenzie 1982). Furthermore, a balance of forces analysis has permitted calculation of both
internal buoyancy and plate boundary driving/resisting forces and has shown that they are often
of comparable magnitude (e.g., Flesch et al. 2000). These conclusions are general because the
force balance is independent of rheology for a homogeneous and isotropic material (e.g., Fung
1965) and is probably only weakly dependent on inhomogeneities in the rheology of continental
lithosphere (e.g., Humphreys & Coblentz 2007). However, the next step, relating the estimated
forces to deformation, is only as accurate as the approximation of lithospheric rheology. Stresses
acting on a uniform thin viscous sheet produce a smoothly varying deformation field that cannot
account for discontinuous fault slip or include effects due to lateral variations in ductile rheology
caused by composition and thermal regime. A long-wavelength resemblance between the observed
and modeled velocity fields (e.g., Flesch et al. 2001) shows a general consistency with thin viscous
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(Thatcher, 2009)
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Figure 3
Illustration showing the transition from global plate kinematics through continental block models to continuum models. Fault slip rates
become comparable to each other over the course of the transition. Bold lines denote major block boundary faults, and thin lines are
faults delimiting smaller blocks. Modified from Thatcher (2007).

many small blocks. These shortcomings are not always acknowledged in published work, and
evenhanded assessments of the merits of each model depend on careful evaluation of such biases
and their influence on the conclusions of any study.

However, the worth of a particular model depends on more than simply a good fit to surface
deformation data. Block and continuum models make different assumptions about rheology of
continental lithosphere, and results are often dependent on the correctness of these idealized
assumptions. Furthermore, models often have different purposes. Continuum models usually aim
to address the full problem of relating driving forces to deformation (Figure 2). Block models
have thus far been concerned only with describing the deformation of the upper crust using the
methods of plate kinematics. There is thus no simple answer to the question of which model is
better; in what follows, I briefly evaluate each model based on the objectives of each approach, its
success in achieving these goals, and its limitations.

Continuum modeling of surface kinematics is typically a prelude to dynamic modeling of whole
lithosphere deformation (e.g., England & Molnar 1997a, Flesch et al. 2000). Thus far, such models
usually assume that the lithosphere is a uniform thin viscous sheet with no lateral or depth-wise
variations in rheological properties. These idealizations keep the model conceptually simple and
provide a computationally tractable means of quantifying the forces driving and resisting motions
and relating them to observed surface deformation. An important result of these studies is the
revealed importance of internal buoyancy forces in driving continental deformation (England
& McKenzie 1982). Furthermore, a balance of forces analysis has permitted calculation of both
internal buoyancy and plate boundary driving/resisting forces and has shown that they are often
of comparable magnitude (e.g., Flesch et al. 2000). These conclusions are general because the
force balance is independent of rheology for a homogeneous and isotropic material (e.g., Fung
1965) and is probably only weakly dependent on inhomogeneities in the rheology of continental
lithosphere (e.g., Humphreys & Coblentz 2007). However, the next step, relating the estimated
forces to deformation, is only as accurate as the approximation of lithospheric rheology. Stresses
acting on a uniform thin viscous sheet produce a smoothly varying deformation field that cannot
account for discontinuous fault slip or include effects due to lateral variations in ductile rheology
caused by composition and thermal regime. A long-wavelength resemblance between the observed
and modeled velocity fields (e.g., Flesch et al. 2001) shows a general consistency with thin viscous
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Block model:  
• divide the crust into microplates 

bounded by faults 
• constrained by GPS 
• deformation defined in terms of 

relative rotations of microplates and 
elastic signal due to locked faults

How many microplates are 
required to describe ECSZ 

deformation?



Eastern California shear zone

ECSZ fault slip rates

(Evans et al., 2016)
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consistent with the geologic slip rates?
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years A.D. 1986–2011 in southern California 
(Shen et al., 2011; Loveless and Meade, 2011), 
and stations identified as having significant post-
seismic signal due to the 1992 Mw 7.3 Landers 
and 1999 Mw 7.1 Hector Mine earthquakes were 
removed (Shen et al., 2011).

TVR BLOCK MODEL RESULTS
Beginning with a densely populated model 

with 86 blocks (58 ECSZ blocks), only 38 blocks 
(10 ECSZ blocks) are required to fit GPS obser-
vations with mean residual velocity (MRV) of 
1.5 mm/yr (Fig. 2). Out of 50 models consid-
ered, this model represents the best agreement 
with geologic slip rates, with five slip rates 
that agree within uncertainty (Fig. 2A; see the 

Data Repository for additional details on model 
selection).

We estimate 17.6 mm/yr of cumulative slip 
across the eastern Mojave faults, with 7.6 mm/
yr concentrated on the Calico fault. This is at 
the upper end of previous geodetic estimates of 
15–18 mm/yr (Spinler et al., 2010; Chuang and 
Johnson, 2011; McGill et al., 2015), higher than 
relative plate velocity of 12 mm/yr between the 
Sierra block and North America (e.g., Sauber 
et al., 1994), and about three times higher than 
the <6.2 ± 1.9 mm/yr observed in the geologic 
record (Oskin et al., 2008), for a total geologic-
geodetic discrepancy of 11.4 mm/yr.

The preferred model reproduces five geo-
logic slip rates in the ECSZ within reported 

uncertainties (Fig. 3). These are: the Lenwood, 
Pisgah, and Pinto Mountain faults and the Red 
Wall Canyon and Furnace Creek segments of 
the Death Valley fault zone. We estimate four 
slip rates higher than geologic rates (Ludlow, 
Helendale, Camp Rock, and Calico faults) and 
two rates lower than geologic rates (Garlock and 
Owens Valley faults). The largest discrepancies 
occur on the Calico fault,7.6 mm/yr compared 
with the 1.8 ± 0.3 mm/yr geologic rate (Oskin 
et al., 2007); and on the Garlock fault, 0.3 mm/
yr geodetic versus 5.3 +1/–2.3 mm/yr geologic 
(Ganev et al., 2012). Estimated slip rates in the 
eastern Mojave Desert are consistent with those 
estimated along a dense geodetic profile of per-
manent and campaign GPS stations across the 
San Andreas fault and eastern Mojave Desert 
(McGill et al., 2015). As in this study, McGill 
et al. (2015) identify the Calico as the fastest 
ECSZ fault.

Although not the focus of this work, we 
estimate slip rates of 8–29 mm/yr on the San 
Andreas fault (Fig. 2; Table DR1; Fig. DR2). 
The Hidden Springs fault (e.g., Spinler et al., 
2010) transfers 5 mm/yr of slip directly from 
the Brawley seismic zone to the Calico fault. 
Inclusion of this fault is speculative, as it is only 
mapped for 20 km. However, the northern pro-
jection of the mapped trace is co-located with 
a gradient in the geodetic velocity field identi-
fied by cluster analysis (Thatcher et al., 2016). 
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Figure 1. A: Fault map of southern California (USA). Fault traces from Jennings (1994). Selected faults and regions are labeled. Fault 
abbreviations: AL—Airport Lake; BM—Black Mountain; Bw—Blackwater; C—Calico; CR—Camp Rock; FC—Furnace Creek; H—Helen-
dale; HM—Hunter Mountain; HS—Hidden Springs; L—Lenwood; LL—Ludlow; OV—Owens Valley; P—Pisgah; PM—Pinto Mountain; 
PV—Panamint Valley; RW—Red Wall Canyon. Surface ruptures of the A.D. 1992 Mw 7.3 Landers and 1999 Mw 7.1 Hector Mine earthquakes 
are in white. CA—California; NV—Nevada. B: Input geometry of southern California blocks. Geologic slip rate magnitudes are shown in 
colored circles. Total variation regularization was applied to blocks bounded by bold faults. C: GPS velocities from combined western 
USA velocity field relative to fixed North America (Loveless and Meade, 2011), colored by velocity magnitude.

TABLE 1. EASTERN CALIFORNIA SHEAR ZONE GEOLOGIC SLIP RATES
Fault segment Geologic rate

(mm/yr)
Reference

Pinto Mountain –2.8 ± 2.5 Anderson, 1979; Petersen and Wesnousky, 1994
Camp Rock ≤1.4 ± 1.4 Oskin et al., 2008
Death Valley–Furnace Creek 3.1 ± 0.4 Frankel et al., 2007b
Garlock –5.3 +1/–2.3 Ganev et al., 2012
Helendale 0.8 ± 0.8 Oskin et al., 2008
Ludlow ≤0.4 ± 0.4 Oskin et al., 2008
Owens Valley 3.7 ± 1.8 Frankel et al., 2007b
Pisgah 1.0 ± 0.5 Oskin et al., 2008
Death Valley–Red Wall Canyon 4.5 +1.6/–1.4 Frankel et al., 2007a
Lenwood ≤0.8 ± 0.4 Oskin et al., 2008
Calico 1.8 ± 0.7 Oskin et al., 2007
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years A.D. 1986–2011 in southern California 
(Shen et al., 2011; Loveless and Meade, 2011), 
and stations identified as having significant post-
seismic signal due to the 1992 Mw 7.3 Landers 
and 1999 Mw 7.1 Hector Mine earthquakes were 
removed (Shen et al., 2011).

TVR BLOCK MODEL RESULTS
Beginning with a densely populated model 

with 86 blocks (58 ECSZ blocks), only 38 blocks 
(10 ECSZ blocks) are required to fit GPS obser-
vations with mean residual velocity (MRV) of 
1.5 mm/yr (Fig. 2). Out of 50 models consid-
ered, this model represents the best agreement 
with geologic slip rates, with five slip rates 
that agree within uncertainty (Fig. 2A; see the 

Data Repository for additional details on model 
selection).

We estimate 17.6 mm/yr of cumulative slip 
across the eastern Mojave faults, with 7.6 mm/
yr concentrated on the Calico fault. This is at 
the upper end of previous geodetic estimates of 
15–18 mm/yr (Spinler et al., 2010; Chuang and 
Johnson, 2011; McGill et al., 2015), higher than 
relative plate velocity of 12 mm/yr between the 
Sierra block and North America (e.g., Sauber 
et al., 1994), and about three times higher than 
the <6.2 ± 1.9 mm/yr observed in the geologic 
record (Oskin et al., 2008), for a total geologic-
geodetic discrepancy of 11.4 mm/yr.

The preferred model reproduces five geo-
logic slip rates in the ECSZ within reported 

uncertainties (Fig. 3). These are: the Lenwood, 
Pisgah, and Pinto Mountain faults and the Red 
Wall Canyon and Furnace Creek segments of 
the Death Valley fault zone. We estimate four 
slip rates higher than geologic rates (Ludlow, 
Helendale, Camp Rock, and Calico faults) and 
two rates lower than geologic rates (Garlock and 
Owens Valley faults). The largest discrepancies 
occur on the Calico fault,7.6 mm/yr compared 
with the 1.8 ± 0.3 mm/yr geologic rate (Oskin 
et al., 2007); and on the Garlock fault, 0.3 mm/
yr geodetic versus 5.3 +1/–2.3 mm/yr geologic 
(Ganev et al., 2012). Estimated slip rates in the 
eastern Mojave Desert are consistent with those 
estimated along a dense geodetic profile of per-
manent and campaign GPS stations across the 
San Andreas fault and eastern Mojave Desert 
(McGill et al., 2015). As in this study, McGill 
et al. (2015) identify the Calico as the fastest 
ECSZ fault.

Although not the focus of this work, we 
estimate slip rates of 8–29 mm/yr on the San 
Andreas fault (Fig. 2; Table DR1; Fig. DR2). 
The Hidden Springs fault (e.g., Spinler et al., 
2010) transfers 5 mm/yr of slip directly from 
the Brawley seismic zone to the Calico fault. 
Inclusion of this fault is speculative, as it is only 
mapped for 20 km. However, the northern pro-
jection of the mapped trace is co-located with 
a gradient in the geodetic velocity field identi-
fied by cluster analysis (Thatcher et al., 2016). 
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Figure 1. A: Fault map of southern California (USA). Fault traces from Jennings (1994). Selected faults and regions are labeled. Fault 
abbreviations: AL—Airport Lake; BM—Black Mountain; Bw—Blackwater; C—Calico; CR—Camp Rock; FC—Furnace Creek; H—Helen-
dale; HM—Hunter Mountain; HS—Hidden Springs; L—Lenwood; LL—Ludlow; OV—Owens Valley; P—Pisgah; PM—Pinto Mountain; 
PV—Panamint Valley; RW—Red Wall Canyon. Surface ruptures of the A.D. 1992 Mw 7.3 Landers and 1999 Mw 7.1 Hector Mine earthquakes 
are in white. CA—California; NV—Nevada. B: Input geometry of southern California blocks. Geologic slip rate magnitudes are shown in 
colored circles. Total variation regularization was applied to blocks bounded by bold faults. C: GPS velocities from combined western 
USA velocity field relative to fixed North America (Loveless and Meade, 2011), colored by velocity magnitude.

TABLE 1. EASTERN CALIFORNIA SHEAR ZONE GEOLOGIC SLIP RATES
Fault segment Geologic rate

(mm/yr)
Reference

Pinto Mountain –2.8 ± 2.5 Anderson, 1979; Petersen and Wesnousky, 1994
Camp Rock ≤1.4 ± 1.4 Oskin et al., 2008
Death Valley–Furnace Creek 3.1 ± 0.4 Frankel et al., 2007b
Garlock –5.3 +1/–2.3 Ganev et al., 2012
Helendale 0.8 ± 0.8 Oskin et al., 2008
Ludlow ≤0.4 ± 0.4 Oskin et al., 2008
Owens Valley 3.7 ± 1.8 Frankel et al., 2007b
Pisgah 1.0 ± 0.5 Oskin et al., 2008
Death Valley–Red Wall Canyon 4.5 +1.6/–1.4 Frankel et al., 2007a
Lenwood ≤0.8 ± 0.4 Oskin et al., 2008
Calico 1.8 ± 0.7 Oskin et al., 2007 7.6

-0.3

left-lateral right-lateral



Geologic comparison
Eastern California shear zone

(Evans et al., 2016)

C

G

PM

LL

RW

FC
OV

H
L

PCR

left-lateral right-lateral



Calico fault

(McGill et al., 2015)

Eastern California shear zone

transfer of subsurface shear from the southern San Andreas Fault into the ECSZ. Surprisingly, however, at this
location (about 65–70 km northeast of the San Jacinto Fault in T7 and T8; Figure 5) the velocity profile is more
gently sloping (Figure 4).

The fault geometry in subtransects T7 and T8 is more complex and cannot be modeled well with a set
of parallel, dextral faults. For this reason we focus our modeling on transects T0–T6 only, where the effects
of complex fault geometry are minimal (Figures 4a and 5). As shown in Figure 6, omitting data from
subtransects T7 and T8 significantly reduces the scatter in the northeastern half of the velocity profile
(compare to Figure 4a).

A more subtle along-strike variation in the velocity profile can be seen between the San Jacinto Fault and the
coastline (0 to !100 km in Figure 4). Along this section of the profile, the velocities are progressively higher
for the more southeasterly transects at any given distance along the profile. In this case, there is not just a
distinctly different profile for T7 and T8 versus T0–T6 but rather a progressive change across all of the profiles. To
assess the significance of this along-strike variation, we modeled subtransects T0–T2 (30 km wide) and T3–T6
(40 km wide) separately, in addition to modeling T0–T6 together (70 km wide).

Figure 6 also identifies outliers in the T0–T6 velocity profile that we removed prior to modeling. Twelve of
these are from Shen et al. [2011]. Most of these velocities are based on limited observations, and 10 of these
sites are located near the 1992 Landers and/or 1999 Hector Mine earthquake rupture. Their anomalous
velocities may reflect unmodeled or incompletely modeled postseismic effects of these earthquakes. We also
removed four outliers from our own San Bernardino Mountains network (DEAD, METB, ONYX, and SGPK) and
one from the set of cGPS sites (LDES). Each outlier removed is discussed in Text S1.

Figure 6 displays velocities for sites from our San BernardinoMountains network with larger symbols (see legend)
to highlight the contribution of our campaign velocities toward defining the shape of the profile. In our
modeling of subtransects T0–T6 we used 66 cGPS sites, 97 sites from Shen et al. [2011], and 29 campaign sites
from the San Bernardino Mountains network.

Figure 5. Location of campaign and continuous GPS sites in Southern California (small dots and squares) and the
location of several 10 km wide subtransects (dark green rectangles) perpendicular to the plate boundary. Site velocities
from transects T0 through T8 are plotted as a function of distance along the transect in Figure 4. Due to more complex
fault geometry in transects T7 and T8, only velocities from transects T0 through T6 were included in the modeling
(Figure 6).
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3. Fault Slip Estimation
3.1. Elastic Modeling

In this paper we present the results of one-dimensional modeling of buried screw dislocations in an elastic half-
space. Our model begins with a set of 12 parallel, N44°W striking, vertically dipping, buried screw dislocations
coinciding as closely as possible with the surface traces of the right-lateral strike-slip faults that make up the

c

a

b

Figure 6. (a) Predicted velocity profiles when data from T0–T2 (blue) and T3–T6 (red) are modeled separately from each
other and when data from T0–T6 are modeled together (black curve). Slip rates and locking depths used in these models
are listed in Table 2. In all models shown in this figure, locking depths were fixed at the 95th percentile of earthquake
hypocentral depths along the transect (see Figure 7). Predicted velocity profile for T0–T2 is plotted using a San Andreas
Fault contribution taken from the location of the fault in the middle of T1. Predicted velocity profile for T3–T6 is plotted
using a San Andreas Fault contribution taken from the location of the fault on the boundary of T4 and T5. In both cases, the
fault slip rates used to generate the predicted velocity profiles are from least squares solutions in which the actual distance
between each site velocity and the closest point on the San Andreas Fault were used (Table 2). Also shown are 17 outliers
in the velocity profile that were excluded from the modeling. Site names for the outliers are labeled. (b) Enlargement of area
near the San Andreas and San Jacinto Faults, showing evidence for different slip rates in the two transects. Velocities for
campaign sites in the San Bernardino Mountains network are distinguished with different symbols (SBMtns) to show the
contribution of our campaign data to constraining the models in the vicinity of the San Andreas and San Jacinto faults. (c)
Modeled slip rates and 95% confidence intervals compared to geologic slip rates. Modeled slip rates plotted for faults west of
the San Jacinto Fault are taken from themodel for T0–T6 combined (Table 2) so as to include the largest set of site velocities
to constrain the slip rates for the offshore and nearshore faults. Slip rates for faults east of the San Andreas are taken from
the model for subtransects T3–T6 (Table 2) because the fault geometry in subtransects T0–T2 is more complex than can be
modeled with parallel, northwest striking, right-lateral faults. The slip rates for the San Jacinto and San Andreas Faults are
plotted using results from both T0–T2 and T3–T6 to show the change in rates for these two faults between these two set of
subtransects. For fault abbreviations in Figure 6c, see full names for the faults located immediately above in Figure 6a.
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Variability indicates high model uncertainty
Geodetic uncertainties

Figure 10. (a) Slip rates on faults in our preferred model. Thickness of black (red) line indicates dextral
(sinistral) slip rates. Length of fault normal blue (cyan) line indicates normal (thrust) slip rate. (b) Same
model except that only the rigid block (long‐term) component of motion is shown, exaggerated by a
factor of 107. Color of block indicates vertical axis rotation rate. Most rapidly spinning block in cyan
color coincides with the Carson Domain of Cashman and Fontaine [2000]. (c) Same as in Figure 10b
except that b and g regularization parameters have been relaxed so their values are three times the values
in Table 1.
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Figure 14. Comparison of interseismic perturbation in elastic and viscoelastic models. (a) Velocities
due only to back slip (in elastic model) and back slip plus periodic earthquakes (in viscoelastic model).
Elastic (blue) and viscoelastic (red) interseismic velocity fields. (b) Percent difference between elastic
and viscoelastic interseismic velocity fields. Color saturated at 200%. Ve is elastic velocity field and Vv is
viscoelastic velocity field.

with geologic slip rates in the ECSZ only because the model
had a significant accelerated postseismic transient in the
ECSZ due to a “composite” earthquake that was imposed
at 100 years before present to represent known accelerated

postseismic velocities due to the Landers/Hector Mine
sequence, possibly the 1700 Old Woman Springs earth-
quake [Rockwell et al., 2000b], and any other unknown
earthquakes in the ECSZ. Although we know there is some
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southern Cascadia subduction zone based also on the
NUVEL-1A model.

Modeling Statistics and General Slip-Rate
Comparison

Figure 5 shows the estimated slip rates on all California
type A and B faults, color-coded based on the magnitude of
the estimated fault slip rates from our preferred inversion
model. The range of slip rates is distributed from high-slip-
rate type A faults to low-slip-rate type B faults. Figure 6a
compares observed GPS velocities (red) with the model
predicted GPS velocities (blue) based on a combined GPS and
geologic slip-rate inversion using the fault-based crustal
deformation model. Figure 6b shows the residual GPS veloc-
ities. Those residuals are given by the differences between
the observed velocities and those predicted by the preferred
final inverse model with a mean residual of 1:6 mm=yr and a
normalized chi-square error of 15.1.

We test a case without the geologic constraints, and its
normalized chi-square error is reduced to 9.9 with a mean
residual of 1:3 mm=yr. By honoring the geologic constraints
as required by the UCERF3 project, we compromised the
GPS fit by 23% in terms of mean residual and increased
the normalized chi-square error by 50%. The normalized
chi-square error also depends on the selected lower cutoff

uncertainties to the GPS observation. The reported uncertain-
ties in the velocity field are as small as 0:1 mm=yr. Our test
inversions find that those small uncertainties overwhelm the
corresponding observations and produce an unstable inverse
solution. A lower cutoff of 0:2 mm=yr was used to avoid
excessive over-weighting during the inversions. Without re-
running the inversion, a slightly higher cutoff of 0:3 mm=yr
reduces our normalized chi-square error to 10.7. This higher
cutoff value was tested in geodesy- and geology-based slip-
rate model inversions for the western United States National
Seismic Hazard Maps (Petersen et al., 2013) and the
UCERF3 NeoKinema model (Parsons et al., 2013). It has
resulted in significantly lower chi-square errors, for instance
in the UCERF3 NeoKinema model.

Misfit distribution is spatially uneven, with notably large
misfits (>2 mm=yr) in the area near the Landers and Hector
Mine earthquakes, which probably represents inadequate
corrections for postseismic deformation in the region (Liu
et al., 2015). Large misfits near the Long Valley caldera are
partly caused by the Long Valley volcanism, which is not
included in our model. Large misfits in the populated areas
of southern California and San Francisco Bay area are likely
influenced by human activities, such as underground water
extraction. There are still small trends in the residuals, such
as in the Mojave and near Long Valley caldera, where un-
modeled tectonic features contributed to the bias. The model
accommodates all major features observed in the GPS veloc-
ity field, for example, the sharp gradient in GPS velocity
amplitudes across the San Andreas fault system, the eastern

Figure 4. Geologic sites (blue solid circles) used for the fault-
based model and the location of UCERF3.1 faults in California
(red lines).

Figure 5. California fault traces, color-coded based on the mag-
nitude of the estimated fault slip rates on all type A and B faults
from the preferred inversion model. Units in the color bar are
millimeters per year.

A Fault-Based Model for Crustal Deformation, Fault Slip Rates, and Off-Fault Strain Rate in California 771
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We acknowledge there are situations where the distinction in figure 2 can break down, 
such as when differentiating a “multifault rupture” (in the earthquake rate model) from the case 
where one fault very quickly triggers another (in the earthquake probability model). The 
distinction nevertheless remains both a modeling convenience and a practical necessity to the 
extent that building codes remain based on long-term rates of events. 

 

Figure 2. Diagram of the four main model components of the UCERF3 framework. 

This modularization also aids in the implementation of alternative models (for example, 
logic-tree branches discussed below) and in the replacement of model elements with new 
components. Building on OpenSHA, WGCEP 2007 put considerable effort into developing an 
open-source, object-oriented, and extensible “UCERF cyberinfrastructure,” including the use of 
distributed data resources and flexible analysis tools. UCERF3 represents a dividend on these 
investments, which we have augmented with new computational capabilities, including the 
harnessing of supercomputers to solve for earthquake rates and generate large numbers of hazard 
curves. 

Model Uncertainties 
Because of a lack of consensus on how to forecast earthquakes, it is important that our 

model adequately portray epistemic uncertainties, which represent our incomplete understanding 
of how the earthquake system works, as well as the aleatory uncertainties, which represent the 
inherent randomness assumed in any given model of the system (Senior Seismic Hazard 
Analysis Committee, 1997). The history of WGCEPs can be viewed as a progression of 
including more and more epistemic uncertainties. For example, WGCEP 1988 did not consider a 
possible recurrence of the two largest historical events (the great 1857 and 1906 earthquakes), 
whereas WGCEP 2003 represented a quantum leap in having 10,000 different models for the 
Bay Area alone. 

As in UCERF2, we represent epistemic uncertainties using a logic tree structured 
according to the four main model components. Our final branch options and associated weights 
for the UCERF3 time-independent model are shown in figure 3. Note that some branch options 
are given zero weight but are shown nonetheless, in case practitioners want to reconsider their 
applicability in special (for example, site-specific) studies. The set of nonzero-weighted branches 
gives rise to 1,440 different UCERF3 models. 

UCERF3 represents an important step in the WGCEP quest for a more complete 
representation of epistemic uncertainty. For example, rather than assuming or prescribing 
earthquake-generating attributes of the various seismic sources, as in previous NSHMP and 
WGCEP models, we take a more derivative approach to system-level behavior by solving for a 
much wider range of models that are consistent with the data. Of course UCERF3 is still a crude 
approximation of the actual system (for example, imposing strict separation between “on-fault” 
and “off-fault” earthquakes). Because “all models are wrong, but some are useful” (Box, 1979), 

Meade & Hager, 2005 Bird, 2009

(from  Uniform California 
Earthquake Rupture Forecast, 
UCERF3, Field et al., 2013)
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ṡ1
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ṡ2b

Do slip rates from Study 1 and 
Study 2 result in the same 
spatially averaged deformation of 
the cell?

Compare models
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Evaluate uncertainty
Compare models

Standard deviation proxy for model uncertainty:  

• Mean standard deviation ~1.5 mm/yr


• Highest in complex fault systems with relatively few 
models (northern San Andreas, transverse ranges) 

• Lowest where there are fewest models, and central San 
Andreas 

• Target locations for future research
number of models

1 5 10 15 20

plate-boundary 
parallel opening

plate-boundary parallel 
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plate-boundary 
perpendicular shear

plate-boundary-
perpendicular opening

(Evans, submitted)



Geologic vs. geodetic
Compare models
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Potency accumulation rate
Compare models

a) b)

a) b)

a) b)

Ṗ0 =
NX

k=1

ṡkLk

Potency 
rate per 

unit depth

slip rate magnitude 
on fault k

length of fault k

number of faults 
in this cell Total accumulation rate:  

• M ≈ 8.1 earthquake every 100 
years (10 km locking depth, 30 
GPa shear modulus).  

• M ≈ 8.0 released in the last 
100 years (from ANSS catalog) 

• 95% of potency accumulation 
rate occurs in 52% of the active 
area (most slip occurs on the 
fastest faults)mean st. dev.

(Evans, submitted)



Project onto UCERF faults

Project average slip rates back onto UCERF faults to produce a community 
average fault model, with model uncertainties 
2 slip components produce an estimate of “off modeled-fault” deformation 

Summary model

“on-fault”
“off modeled-fault”

ṫ
x

ṫyṡy

ṡ
x



Community average geodetic slip rates projected onto UCERF faults:

Project onto UCERF faults
Summary model

left-lateralright-lateral openingclosing

strike-slip opening

(Evans, submitted)



And model uncertainties:

Project onto UCERF faults
Summary model

strike-slip opening



Off modeled-fault deformation
Summary model

Off modeled-fault (OMF) deformation

• 28% total summary deformation 

does not project onto UCERF faults 
• Most (75%) OMF deformation 

occurs adjacent to major faults 
• OMF deformation may often be a 

consequence of epistemic 
uncertainty in geodetic slip rate 
models 

off modeled-fault slip rate (mm/yr)
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58mmyr21 at 808 (ref. 18), 64mmyr21 at 808 (ref. 7), to that used
here, 64mmyr21 at 828 (ref. 17). The updip limit of the locked zone
was successively lowered on the fault with each model and com-
pared with the observed trench perpendicular velocities. Two
additional models differed by using the convergence rate predicted
in ref. 20 (model denoted by the asterisk) and the other by using a
steeper dip as has been predicted by seismological results (denoted
by two asterisks).

The measured horizontal surface motion perpendicular to the
trench is consistent with a model having no slip along the thrust
fault between 2 and 40 km depth21. It is possible that the mechanics
of the wedge allow the no-slip condition to extend from 2 km depth
up to the trench axis, but the data are unable to resolve the fault
behaviour seaward of the two arrays. The shallower geometry of the
thrust fault has been well determined by recent GEOPECO seismic
refraction and reflection studies. Changes to the modelled fault
geometry downdip of those do not affect the interpretation of the
seafloor data. In addition, varying the convergence rate does not
change the interpretation of the seafloor data. The far-field vector
calculation for PUCU, SALI and rover stations support previously
determined downdip locking at 40 km depth8,22,23.

Tsunamigenic hazards investigated in ref. 2 present the 1996
earthquake and resulting tsunami 200 km north of our site as the
result of an anomalously shallow, interplate earthquake 10 km
below the sea floor. Citing examples from Nicaragua, Japan, Alaska
and Peru, those authors show that the largest tsunamis are initiated
by earthquakes below unconsolidated accretionary prisms. Evi-
dence for continuous or episodic shallow locking may help to
explain the “shallow extension of the seismogenic zone” that was
suggested to have caused the Peruvian tsunami. The absence of slip
at 2 km depth could mean that co-seismic events in the Peruvian
subduction zone are more likely to create large tsunamis than
subduction zones with deeper updip limits.

The updip limit can be compared with thermal models of flat slab
subduction in Chile. There the convergence rate was 84mmyr21

and the plate age 45Myr, whereas at 128 S the convergence rate used

was 20mmyr21 slower and the plate age 35Myr. The locations also
differ in the amount of sediment accretion. Bounded by the Atacama
Desert and the Mendaña fracture zone to the north, the trench south
of 11.58 S has much less sediment input. In southern Chile, the
sediment is several hundred metres thick and fed from the south24.
Increased sediment and pore water may help to explain deeper
estimates for the coupled zone in the southern portions of the trench.
At 128 S, the small amount of trench sediment might increase the
friction and decrease the depth of the seismogenic zone.
The deformation pattern of the defining Andean type margin has

previously been confined to land-based GPS. Because the Peru–
Chile trench is 150 km offshore, land-based methods are not
sensitive to the activity of the plates near the trench. Seafloor
geodesy, combing GPS and acoustics, and new seismic profiles
revealing the upper geometry of the thrust fault, allow a previously
unseen look at the initiation of a no-slip condition off the coast of
Peru. The GPS/acoustic technique provides a method of measuring
the convergence rate and increase in strain between plates that
interact under water, which includes most plate boundaries around
the world. A
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Figure 3 Models of surface deformation and plate organization. a, Modelling surface
deformation: 3D-def model of the surface expression of a no-slip condition between the

Nazca and South America plates. The onset of the no-slip zone was successively lowered

from the trench to 10 km depth. Asterisk, model uses the convergence vector from ref. 20.

Double asterisk, model uses a steeper dip. b, Plate organization: trench perpendicular

profile from the Nazca to the South America plate around 128 S. Topography combines

multibeam sonar and satellite altimetry data26. Displacement (and 1j errors)

perpendicular to the trench relative to stable South America are shown as triangles for

temporary land stations and transponder arrays, and squares for land stations from ref. 8.
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Central Peru:  
Yes, within ≤ 2 km

[36] Finally, after the 2005 event, although the detailed
movement was not clear due to no data from July 2007 to
March 2009 and some erratic motion for 2006–2007, espe-
cially in the NS component, no noticeable movement had
been seen until around 2007 in the EW component, while
the positions after 2009 were clearly west of those around
2007. Therefore, calculating the average velocity of MYGI
for the period after December 2006 just as at MYGW, we
have obtained 2.3 ± 0.4 cm/yr westward and 1.0 ± 0.5 cm/yr
northward relative to the Shimosato site, equivalent to
4.6 ± 0.4 cm/yr with an azimuth of 298° ± 6° relative to the
North American plate.

5.3. FUKU
[37] The time series of the estimated horizontal coordinates

at FUKU is shown in Figure 4c. It shows an eastward and
southward trend as a whole relative to the Shimosato site.
The average velocity calculated for the whole period from
July 2002 through February 2011 is 1.0 ± 0.4 cm/yr eastward
and 1.4 ± 0.3 cm/yr southward relative to the Shimosato site,
as shown with blue lines in Figure 4c, equivalent to
0.8 ± 0.4 cm/yr with an azimuth of 252° ± 22° relative to the
North American plate.
[38] However, this velocity is significantly smaller than

that preliminarily reported by Matsumoto et al. [2008] for
the period from July 2002 through March 2008, equivalent
to 1.9 ± 0.3 cm/yr with an azimuth of 278° ± 18° relative to
the North American plate. Reestimation for this period under
the same analysis strategy as in the present study is shown
with red lines in Figure 4c, providing 2.3 ± 0.7 cm/yr with
an azimuth of 271° ± 18° relative to the North American
plate; the difference due to the reestimation is not substantial
in comparing with that for the whole period.
[39] A closer look at the two fitted lines in Figure 4c tells us

the opposite trend in the EW component in contrast to the
same trend in the NS component. In view of the estimation er-
rors by the linear fitting, it is considered that the difference of
the trend is significant to some extent. If we would assume that
the westward movement indicated for the period from 2002 to
2008 as reported by Matsumoto et al. [2008] reflects the real
trend, it appears that observation results since 2009 are not
on the same trend and that a position discontinuity exists
between 2008 and 2009. Although it is difficult to make a
decisive interpretation due to the limited number of campaigns
as well as the scattering of the estimated positions, some pos-
sible interpretations will be presented in section 6.2.

5.4. Others
[40] The time series of the estimated horizontal coordinates

at KAMN and KAMS are shown in Figures 4d and 4e, respec-
tively. It is difficult to estimate the reliable velocities at these
sites due to the limited number of campaigns, especially before
2009. However, after the beginning of the sailing observation,
campaign observations have been conducted twice a year. So
calculating the average velocities relative to the North
American plate using the epochs except with insufficient data
in brackets in Figures 4d and 4e, we have obtained
4.3 ± 0.2 cm/yr with an azimuth of 295° ± 2° at KAMN and
3.2 ± 1.2 cm/yr with an azimuth of 278° ± 9° at KAMS.
[41] The velocity vectors obtained above, relative to the

North American plate, are shown in Figure 5 and Table 2.
The velocity vectors of terrestrial GPS stations operated
by the Geospatial Information Authority of Japan (GSI)

Figure 5. Site velocities at seafloor reference points relative
to the North American plate estimated from the time series
shown in Figure 4 after correcting for the intraplate velocity
at Shimosato [Sengoku, 1998] and the relative velocity be-
tween the Eurasian plate and the North American plate calcu-
lated from the plate motion model, NUVEL-1A [DeMets
et al., 1994]. The blue and red arrows at MYGI show the ve-
locities for the periods from May 2002 to August 2005 and
from December 2006 to February 2011, and those at FUKU
show the velocities for the periods from July 2002 to
February 2011 and from July 2002 to March 2008, respec-
tively. The ellipse attached to the arrow represents the 1
sigma estimation error in the linear fit to the time series.
The velocities of terrestrial GPS stations calculated from
the daily positions provided by the GSI [Nakagawa et al.,
2009] and that of the Pacific plate calculated from the
NUVEL-1A model are also shown with black and white
arrows, respectively.

Figure 4. Time series of the estimated horizontal positions of the seafloor reference points off northeastern Japan for the
period from June 2001 to February 2011. The reference position is the Shimosato site. Solid and open circles show drifting
and sailing observation, respectively. Data with brackets show the position estimated from ranging data of less than 3500
shots. The error bars show the precision of the relative position determination among four seafloor stations, which is an index
for judging the quality of the solution [Fujita et al., 2006a]. The vertical broken lines represent the occurrence of the earth-
quakes: the 2005Miyagi-oki earthquake (M7.2), the 2008 Fukushima-oki earthquake (M6.9), and the 2011 Tohoku-oki earth-
quake (M9.0). The linear trend is also shown in the graphs. The blue and red lines at MYGI show the trends for the periods
from May 2002 to August 2005 and from December 2006 to February 2011, and those at FUKU show the trends for the pe-
riods from July 2002 to February 2011 and from July 2002 to March 2008, respectively.

SATO ET AL.: INTERPLATE COUPLING OFF NE JAPAN

3865

Northern Honshu: 
 temporally variable

Sato et al., 2013

Cascadia: 
 ???

Constraining slip distribution of the Cascadia Subduction Zone 
Offshore Central Oregon with Seafloor Geodesy  

           Accomplishments in 2014: 
 
• Two new GPS-Acoustic sites (NGH1, NNP1)  

deployed on the continental slope in Sept. 
2014 from R/V Atlantis.   
 

• Re-established existing site (JNP1) on the Juan 
de Fuca plate using ROV Jason in June 2014 
(OTIC funded). 
 

• Wave Glider collected GPS-Acoustic data at 
existing site (JNP1).   First deep water (~3000 
m) demonstration of Wave Glider-based GPS-
Acoustic measurements.  
 

• Position times series at JNP1 now extends 
from 2000 to 2014.   Longest tracking of a GPS-
A site anywhere. 

Dave Chadwell  (cchadwell@ucsd.edu)  
Scripps Institution of Oceanography Dave Chadwell (chadwell@ucsd.edu)
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(Fig. 10e). The summed model deformation (Fig. 11) consequently
has little east–west strain in eastern Oregon and Washington.

A similar example involves the amount of north–south contrac-
tion in eastern Oregon and Washington. We focus on the decompo-
sition of time-dependent and time-independent velocity fields pre-
sented in fig. 12 of Pollitz et al. (2010) because this decomposition
was discussed in section 3.5 of McCaffrey et al. (2013). (The time-
dependent velocity fields depicted in fig. 12(a) of Pollitz et al. (2010)
include contributions of Cascadia megathrust and San Andreas fault
(and other minor fault) earthquake cycles; this distinguishes it from
Fig. 10(a) of the present study, which includes only the contribu-
tion from the Cascadia megathrust earthquake cycle.) Little north–
south contraction is observed, but the time-dependent motions in
fig. 12(a) of Pollitz et al. (2010) reveal substantial north–south ex-
tension. This extension is balanced primarily by time-independent
north–south contraction contributed by oceanic ridges and trans-
form faults (fig. 12c of Pollitz et al. 2010), and no other sources
of deformation, for example, local faulting sources as proposed by
McCaffrey et al. (2013), need be invoked to achieve this balance.

7.4 Interseismic vertical motions

Vertical crustal motions are constrained by levelling surveys in
western Oregon calibrated by estimates of sea level rise (Burgette
et al. 2009). The resulting interseismic vertical motions involve
coastal uplift up to 4 mm yr−1 (Supporting Information Fig. S11a).
Although our inversions do not use the levelling data, the result-
ing model predictions (Supporting Information Fig. S11b) agree
with these observations. Burgette et al. (2009) note that the lesser
uplift rate between ∼45◦ and 43◦N requires a shallowing of the
locking depth, consistent with the locking models of Figs 4 and 8.
Observed uplift rate is much higher south of 43◦N because of the
lesser distance of the coast to the trench. Our models replicate this
observation and suggest that an even shallower locus of locking
occurs south of 43◦N.

8 C O N C LU S I O N S

The horizontal GPS interseismic velocity field constrains the kine-
matics of crustal deformation in the Western US. Time-dependent
models of the kinematics considered here are the viscoelastic block
model and viscoelastic cycle model. The former is formally a special
case of the latter in which the lithosphere may be divided into blocks
that behave rigidly in the long term. Both models embody the dy-
namics of a layered lithosphere-asthenosphere system driven by vis-
coelastic relaxation of the ductile mantle asthenosphere and lower
crust from repeated fault slip. The resulting time-dependent models
constrain long-term fault slip rates and locking rates throughout the
Western US.

We focus on the implications of earthquake-cycle effects for the
distribution of locking on the slab interface of the Cascadia sub-
duction zone. For a range of mantle asthenosphere viscosity ηasth,
we find that maximum locking is concentrated in the 10–20 km
depth range of the slab interface and that the depth extent of sig-
nificant locking (e.g. the 30 mm yr−1 contour line of locking rate)
is maximal in the Puget Lowland (Fig. 1) section of the subduc-
tion zone. Inferred locking distributions are sensitive to ηasth, with
shallow (0–22.5 km deep) locking tending to be greater, and deeper
(22.5–45 km deep) locking tending to be smaller, the smaller is
ηasth. These results, which are common to the viscoelastic block
model and viscoelastic cycle model, suggest that time-dependent

Figure 13. Distribution of locking rate on the Cascadia megathrust, obtained
from various time-independent models: (a) TVR viscoelastic block model,
(b) viscoelastic-cycle model, (c) model pn1d of McCaffrey et al. (2013) and
(d) model pn2d of McCaffrey et al. (2013). Superimposed are major plate
boundaries and the slab contours of McCrory et al. (2006) in intervals of
10 km.

effects on the megathrust locking pattern are quantifiable and that
epistemic uncertainty on the locking pattern could be reduced if
the viscosity structure were sufficiently well known. Epistemic un-
certainty remains even without earthquake-cycle effects because,
in the context of time-independent models, much variability arises
from different methodologies, including possible constraints on the
shape or smoothness of the locking pattern. This variability arises
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Figure 14. Distribution of standard error in estimated locking rate on the Cascadia megathrust, obtained from the formal errors in least squares inversion in
the time-independent viscoelastic block model (a) and from the variance in four models of the locking rate (Fig. 13). Superimposed are major plate boundaries
and the slab contours of McCrory et al. (2006) in intervals of 10 km.

to a large extent because of the exclusive use of inland geodetic
data to inform these models, and it may be reduced by offshore
measurements of interseismic velocities in the future.
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Conclusions
Geodesy for understanding earthquake hazards

• Geodesy uniquely capable of observing strain accumulation rates and anticipating 
earthquake hazards


• Eastern California shear zone

• Block model containing 7 ECSZ blocks fits GPS velocities with MRV = 1.5 mm/yr, and is most 

consistent with geologic slip rates 
• Persistent slip rate discrepancies remain on the Calico and Garlock faults 

• California slip rate summary

• Leverage existing research for seismic hazard models 
• Generate a summary model of geodetic slip rates: ~1.5 mm/yr model uncertainty 
• “off-fault” deformation may often be a product of epistemic uncertainty 

• Seafloor geodesy

• No quantity of onshore observations can provide the information gain of a single offshore 

observation 


